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ABSTRACT 

Machine learning (ML) is a subset of artificial intelligence that enables to take decision based on 
data. Artificial intelligence makes possible to integrate ML capabilities into data driven modelling 
systems in order to bridge the gaps and lessen demands on human experts in oceanographic re-
search .ML algorithms have proven to be a powerful tool for analysing oceanographic and climate 
data with high accuracy in efficient way. ML has a wide spectrum of real time applications in 
oceanography and Earth sciences. This study has explained in simple way the realistic uses and 
applications of major ML algorithms. The main application of machine learning in oceanography 
is prediction of ocean weather and climate, habitat modelling and distribution, species identifica-
tion, coastal water monitoring, marine resources management, detection of oil spill and pollution 
and wave modelling. 

Keywords: Machine learning, Application, Oceanography, Data driven

  Aquatic Research 2(3), 161-169 (2019)    •    https://doi.org/10.3153/AR19014              Review Article 

 

https://doi.org/10.3153/AR19014
mailto:hafezahmad100@gmail.com
https://creativecommons.org/licenses/by-sa/4.0/
https://creativecommons.org/licenses/by-sa/4.0/
http://aquatres.scientificwebjournals.com/
http://orcid.org/0000-0001-9490-9335
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.3153/AR19014


 

 

 

 

Aquatic Research 2(3), 161-169 (2019)    •    https://doi.org/10.3153/AR19014          Review Article 

162 

Introduction 
Machine Learning (ML) is a discipline of the computer sci-
ence that develops dynamic algorithms capable to produce 
data-driven decisions (Thessen, 2016). ML has proven itself 
to be an answer to many real world problems with it capabil-
ities. ML has advantage over the traditional methods because 
it is able to a build model, which is highly dimensional and 
nonlinear data with complex relations and missing values. 
ML has proven useful for a very large number of applications 
in many parts of the Earth system (land, ocean, and atmos-
phere) and beyond, from retrieval algorithms, crop disease 
detection, new product creation, bias correction and code ac-
celeration (Yi and Prybutok, 1996). 

Large amount of data which is collected by scientific instru-
ments then separated into train set and test set. Therefore ML 
algorithms are trained by this data .then build model with 
high accuracy and its parameters are optimized based on sam-
ple data during the learning step. During prediction, the 
model parameters are used to infer results on the previously 
unseen data. 
ML has multiple algorithms, techniques and methodologies 
that can be used to build models to solve real world problems 
using oceanographic data. A supervised Learning (SL) is a 
type of ML algorithm that uses labelled data. After that, the 
machine is provided with new set of data so that SL algo-
rithms analyses the training data and produces a correct out-
come from the labelled data. SL mainly trials to model the 
relationship between the inputs and their corresponding out-
puts from the training data so that we would be able to predict 
the output based on the knowledge it gained earlier with re-
gard to relationships. SL are classified into two major catego-
ries. A. classification and B. regression.  

Unsupervised learning (USL) is the training of the machine 
using data that is neither classified nor labelled. The task of 
the machine is to group unsorted data based on the similari-
ties, patterns and differences without any guidance. USL can 
be classified into following the categories a. clustering, b. di-
mensionality reduction c. anomaly detection. 

The reinforcement learning (RL) methods are slightly differ-
ent from SL or USL. RL is a type of ML where an agent learns 

how to behave in the environment by performing actions and 
thereby drawing intuitions and seeing the results.  

Deep learning (DL) is the subset of ML concerned with algo-
rithms inspired by the structure and function of the human 
brain called artificial neural network. Neural networks (NNs) 
come in several forms such as recurrent neural networks, con-
volutional neural networks, and artificial neural networks and 
feed forward neural networks. An ANN is an interconnected 
group of nodes. Here, each circular node represents an artifi-
cial neuron and an arrow represents a connection from the 
output of one artificial neuron to the input of another. Model 
comprises synaptic links which allow the inputs (x1, 
x2,……xn ) to be measured by applying the weights (w1, w2, 
…. wn). 

Methodology 
This study was based on the syntheses of secondary infor-
mation. To collect data, an intensive literature review related 
to the machine learning applications and scope of machine 
learning in oceanography was done. The context were con-
ducted through an online and offline mode .In addition, rele-
vant documents and reports were also collected from the web-
sites and published research articles personal contacts. Open 
source software python and R as well as commercial software 
adobe illustrator were used for data analysis and visualization 
(Figure 1). 

Necessity of the Machine Learning Approach for Oceano-
graphic Research  

The ocean is vast, dynamic and complex. Data structure of 
the ocean becomes increasingly complex and large. Gener-
ally, coastal zone is vulnerable to natural diesters like sea 
level rise (SLR), coastal flooding, erosion etc. For the coastal 
zone management and flood erosion control, a reliable and 
accurate tool for prediction and forecasting of coastline evo-
lution and inundation by water is needed in order to minimize 
coast protection and conservation. For this reason, traditional 
data analysing methods are time consuming and costly, even 
in some cases, analysis is not possible in conventional way. 
ML techniques are robust, fast and highly accurate. 
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Figure 1. Simple Machine learning working approach (created by adobe illustrator CS6) 
 

 

Figure 2.  simple artificial neural network (Burkitt, 2006; Oja, 1982; Turkson et al., 2016)  

Common Machine Learning Applications in             
Oceanography 

Oceanic climate prediction and forecasting 

Advancements in ML, in combination with optimization 
methods are promising to balance the performance of forecast 
and the earliness of those forecasts (Mori et al., 2017). The 
most common ML methods used in meteorological forecast-
ing are genetic algorithms, which have been used to model 
rainy vs. non-rainy days (Haupt, 2009). Machine learning 
methods have been applied to forecast coastal sea level fluc-

tuations (Hsieh, 2009). ML is used to study important pro-
cesses such as El Niño, sea surface temperature anomalies, 
and monsoon models (Cavasos et al., 2002; Hsieh, 2009; 
Krasnopolsky, 2009; Thessen, 2016). The oceanography 
community makes extensive use of neural networks for fore-
casting sea level, waves, and sea surface temperature (Hsieh, 
2008; Forget et al., 2015).Wu et al. (2006) developed an MLP 
NN model to forecast the sea surface temperature (SST) of 
the entire tropical pacific ocean where sea level pressure and 
SST were used as predictor to predict. 

https://doi.org/10.3153/AR19014
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Species identification  

Identification of small and large size marine taxa require spe-
cialized knowledge, which is one of the bottlenecks in ocean-
ographic studies. This limitation can be solved by ML ap-
proach with high accuracy (automatic identification tech-
niques). Recent advances in the ML are promising with re-
gard to improving accuracy of automated detection and clas-
sification of marine organisms from high volume data such 
as images and video (Olson and Sosik 2007). Generally, ML 
algorithms are trained on images, videos, sounds and other 
types of data labelled with taxon names. Trained algorithms 
can then automatically annotate new data and this methods 
are used to identify plankton, shellfish larvae from images, 
bacteria from gene sequences, cetacean from audio, fish and 
algae from acoustic and optical characteristics (Simmonds 
and Armstrong, 1996; Boddy, 1999; Jennings et al., 2008; 
Goodwin and North 2014).  

Detection of ocean pollution  

ML can be used in detection of ocean pollution with the help 
of satellite and radar images such as oil spills, plastics pollu-
tion, algal bloom etc. Oil spill detection currently requires a 
highly trained human operator to assess each region in each 
image (Kubat et al., 1998). Del Frate et al. (2000) used MLP 
NN models to detect oil spill on the ocean surface from syn-
thetic aperture radar (SAR) images. 

Marine and coastal water monitoring  

A multilayer preceptor neural networks model was developed 
to derive the concentrations of phytoplankton pigment, sus-
pended sediments and gelbstoff, and aerosol over turbid 
coastal waters from satellite data (Tanaka et al., 2004). ML 
methods are also used in coastal water monitoring (Kim et al., 
2014). Machine learning applications to electronic monitor-
ing of fishery-dependent data are of increasing interest to 
management bodies in the United States and Europe. It has 
the potential to reduce the cost associated with observers and 
streamline the processing of video data (Lewis et al., 2001). 

Sedimentation modelling  

Sedimentation is an important phenomenon in the coastal 
oceanography among ML methods, ANN has widely used in 
various water related research such as rain runoff modelling, 
modelling stage discharge relationship (Bhattacharya and 
Solomatine 2005). ML models that predict sedimentation in 
the harbor basin of the port of Rotterdam (Bhattacharya and 

Solomatine, 2006). Random forest ML approach has been ap-
plied to the mapping marine substrates (Hasan et al., 2012; 
Diesing et al., 2014). 

Coastal morphological and morphodynamic modeling  

A variety of coastal morphology and morphodynamic models 
have been built by using the ML (Goldstein et al., 2018). ML 
models are widely used in the applications of sediment 
transport, morphology and detection of coastal changes 
through videos, images. Nonlinear  ML forecasting tech-
niques were used to predict suspended sediment concentra-
tion based on instantaneous water velocity (Goldstein et al. 
2018). ANN was also used to predict the depth integrated 
alongshore sediment transport using water depth, wave 
height, wave period and alongshore current velocity (van 
Maanen et al., 2010). ANN was used to determine the corre-
lation between sandbar morphology and a given wave cli-
mate, culminating in examining the nonlinear dependencies 
of bar position on past wave conditions (Múnera et al., 2014). 

Habitat modelling and species distribution  

Understanding the habitat and distribution of marine species 
are important tasks for management and conservation of 
oceanography. An algorithm can be trained using a large data 
set matching environmental variables to taxon abundance or 
presence/absence data. If the algorithm tests well, it can be 
given a suite of environmental variables from a different lo-
cation to make predictions on what taxa are present. This 
technique has been used to identify current suitable habitat 
for specific taxa, model future species distributions including 
predicting invasive and rare species presence, and predict bi-
odiversity of an area (Thessen, 2016). 

Wind and wave modelling 

Ocean wave modelling and prediction are important for a 
maritime country because there are numerous reasons behind 
this. For example  shipping routes can be optimized by avoid-
ing rough sea thereby reducing time spent during transporta-
tion (James et al., 2018). Accurate forecasts of ocean wave 
heights and directions are a valuable resource for many ma-
rine- based industries (O’Donncha, 2017). We may apply ma-
chine learning techniques is to predict wave conditions in or-
der to replace a computationally intensive physics-based 
model by straightforward multiplication of an input vector by 
mapping matrices resulting from the trained machine learning 
models (James et al., 2018). Horstmann et al. (2003) used 
multilayer perceptron (MLP) NN models to retrieve wind 
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speed s globally at about 30 m resolution from SAR data 
(Horstmann et al., 2003). 

Ocean current prediction  

Generally, ROMS is widely used for ocean dynamic process 
analysis. It  is possible to improve the prediction of ocean 
currents using (historical data) data-driven machine learning 
methods (Hollinger et al., 2012). For example, neural net-
works have been used to build Reynolds average turbulent 
models (Bolton and Zanna, 2019). 

Marine and coastal resources management  

ML models have ability to capture complex, nonlinear rela-
tionships in the input data which are the crucial building 
blocks for the implementation of ecosystem based fisheries 
management (Lewis et al., 2001). Taking right inferences 
about marine conservation and management can be very dif-
ficult as there is not sufficient data for certainty and the con-
sequences of their existence can be disastrous. ML methods 
can provide a tool for increasing certainty and improving re-
sults especially techniques that incorporate Bayesian proba-
bilities (Thessen, 2016). ML and more specifically Bayesian 
networks are being used for marine spatial planning in coop-
eration with GIS (Lewis et al., 2001). 

The goal of this review paper is to give a clear idea about ML 
applications in oceanographically different areas. Traditional 
Data driven research is time consuming, even not integrated 
and dynamic nature. Furthermore, the extent of our training, 
testing, and field evaluation data ensures that the approach is 
robust and reliable across a range of conditions (i.e., changes 
in taxonomic composition and variations in image quality re-
lated to lighting and focus (Olson and Sosik, 2007). ML 
methods has great potentials for applications in oceanography 
but effective adoption is limited by several factors that need 
to be eliminated. This concerns not only the methods them-
selves, which can often seem opaque or are not well under-
stood, but also the necessary data sources, as well as deploy-
ment and how methods are integrated into the existing advi-
sory and scientific process (Headquarters, 2018). 
Common ML methods for resources management are genetic 
algorithms (Haupt, 2009), neural networks (Brey and Jarre-
Teichmann, 1996), support vector machines (Guo and Kelly, 
2005), fuzzy inferences systems (Tscherko and Kandeler, 
2007), decision tree (Jones and Fielding, 2006) and random 
forest (Quintero et al., 2014). 

Table 1. Machine learning algorithms and scope of applications in oceanography  
No. Types Major Machine learning 

algorithms  
Scope and potentials of application 

1 Supervised  Linear regression   
2  

Support vector  machine 
Support vector regression 
 

1.Oil spill mapping and detection 
2.Satellite image processing for land use  
3.Retrieve ocean surface chorophyll  
   concentration 
4.Habitat modeling  
 

3 Decision tree  1.Resources management  
2.Sediment properties  

 Random forest  Mapping of marine substrates 
 Naïve Bayes   
4 Unsupervised  k-means  Clustering ocean biomes  
5 PCA  
 
6 Reinforcement  Markov decision process  1.Quickly detect hazardous weathers 

2.Detection of whale acoustics 
 

7 Deep learning  1.Wave modelling  
2.Coastal water monitoring  
3. prediction of coastal morphologic properties  

https://doi.org/10.3153/AR19014
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Recommendations: Some steps can be taken to improve 
ML models in oceanography.   

1. Constant Engagement of oceanographic expertise in 
ML. 

2. Preservation and sharing acquired knowledge of ML 
among community.  

3. Collected data of Ocean should be available for ML 
model experiments such as “www.kaggle.com”. 

4. Communication between oceanographers and ma-
chine learning scientist is needed for awareness and 
potentials of applications. 

5. Machine learning scientists could cooperate ocean 
scientists for data collection and equipment design-
ing. 

6. Motivation and encourage for long term ML re-
search in oceanographic applications. 

7. Some events in schools, college and university, 
competition of ML in oceanography can be effec-
tive. 

Conclusion  
This work investigates various machine learning techniques 
for the oceanographic data analysis and future opportunities. 
ML offers a diverse number of methods that are accessible to 
researchers and fitted in oceanographic applications which is 
heavily based on data. This approach offers significant ad-
vantages in real life operational applications. They have great 
potential to improve the quality of oceanographic research 
approaches by creating more accurate models. ML might be 
used in large oceanographic datasets to discover hidden pat-
terns and trends. The success of the ML approach strongly 
depends on the adequacy of the data set used for the training. 
The data availability, precision, quality, representativeness, 
and amount are the crucial elements for success in this type 
of ML application. ML also requires interdisciplinary collab-
oration, communication, technical knowledge on program-
ming and financial support. 
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